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Not Significant: 
This covariate (D) 
is not significantly 
associated with 
the feature (y) in 
the first place or 
can be reduced 
to random effects 
(R).

No other 
Coavriates: This 
covariate is the 
only one 
significantly 
associated to the 
feature – it is 
trivially 
deconfounded.

Associaton of this 
covariate and 
feature is 
confounded by 
another covariate 
(C1). A list of 
names of all 
confounders will 
be returned as 
status.

Ambiguously
Deconfounded: 
Another covariate
is also associated
but neither 
association is 
significantly
stronger than the 
other.

Doubtful: 
Another coavriate 
is associated to 
the feature, but 
the signal can be 
reduced to this 
covariate. 
Confidence 
interval of A 
includes zero.

A < 0.05
AND

B >= 0.05

OK_sd

Strictly 
Deconfounded: 
Another coavriate 
is associated to 
the feature, but 
the signal can be 
reduced to this 
covariate. This 
label is hardest to 
reach.

ConfInt(A)
Includes 0
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